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ABSTRACT 

This experimental study investigates the possibility of creating two separate 

systems for a Point-of-Care (POC), Lab-on-a Chip (LOC) handheld biosensor for the 

detection of C-reactive protein (CRP). One of these systems is a fluid control system 

that would facilitate the automation of the pumping of liquid, for a test for CRP. This 

fluid control system would use a Charged Couple Device (CCD) as a way to monitor 

the detection site for any changes. The microfluidic system that is used is fabricated 

from Polydimethylsiloxane (PDMS) and is either bonded to another piece of PDMS or 

a thin glass base.  

 The second system that this research aims to create is a wireless system that 

could exhibit complete control over the handheld unit. This system will use a custom 

iPhone application (app) for the graphics user interface (GUI), and will be able to send 

data to start a test, as well as receive the results after the completion of a test. For the 

first time, a completely automated, reliable, and inexpensive fluid handling system 

will be presented. As will the ability for a smartphone to operate a handheld 

microfluidic device test for CRP. 
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CHAPTER 1 – INTRODUCTION 

 

1.1 Microfluidics and Point-of-Care 

 

Microfluidics is the science of the manipulation of liquid on a small scale (usually 

sub millimeter). Microfluids, unlike fluids at the macroscopic level are, dominated by 

laminar flows, surface tension, and capillary forces rather than atmospheric pressure 

and gravity. This is a growing area that can solve some issues that arise from current 

diagnostic tests. Some advantages of microfluidic systems are the small sample sizes 

and reagents required, and the ability to achieve fast and accurate results [1, 2, 3]. 

These advantages could lead to a decrease in the overall cost of tests, and faster 

more reliable diagnoses [4]. The integration of wireless communication could lead to 

new devices and instruments, [5] and faster integration to a patient’s record [6]. Lab-

on-a-Chip (LOC) technology can also be used to monitor health in developing 

countries. In these resource poor settings, it is imperative that the tests be simple to 

use, inexpensive, and capable of delivering fast and accurate results [7, 8, 9].  

In today’s society, there is a market for easy to use, low cost, fast, and reliable 

Point-of-Care (POC) devices. Currently, one way to perform diagnostic tests is to use 

permanent integrated instruments. These instruments are usually very big, expensive, 

and are located in a centralized lab where the samples that need to be analyzed are 

sent. Another way to perform a diagnostic test is to use disposable tests (lateral flow 

strips), or disposable tests with a reader. Disposable tests have been used for about the 

past fifteen years. These test strips are typically inexpensive, and can be stored for a 
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long period of time. However, the end results are limited to either a ‘yes’ or ‘no’, 

which might not be satisfactory in certain situations [10].  

 

1.2 Fluid Control Overview 

  

Fluid control in microfluidics is normally performed by active or passive 

microfluidic control schemes. Some of the benefits of passive controls are they are 

inexpensive, and do not require external power or external components. Unfortunately, 

one of the drawbacks is that there is no guarantee that the reagents will be at the 

appropriate place at the appropriate time and these systems are designed to be very 

application specific.  

Active controls are another method of controlling fluid flow. A benefit that 

active controls have over passive controls is their ability to exhibit better control over  

the fluid. Some drawbacks of active controls include a high cost, complex circuitry, 

and the need for external components [11].  

 

1.3 Connectivity in Medical Devices Overview 

 

As access to wireless connectivity continues to increase, more and more 

devices will begin to incorporate wireless capabilities. Medical devices are no 

exception, and some medical devices have already been produced that take advantage 

of this emerging technology. A smart medication system that can remind people to 

take their medications at certain times, and various sensors that can be worn to collect 

real time data of vital signs or physiological data have already been produced [12, 13].  

Research groups, such as the West Wireless Health Institute and Harvard’s research 



 

3 

  

group CodeBlue, are devoted to creating and developing applications for wireless 

sensor technology in medical devices and the medical field.  

 

1.4 Motivation 

 

Previously, the Affordable-Point-of-Care Immunoassay System (APOCIS) 

designed by the University of Rhode Island (URI) employed a micropump and three-

way magnetically latched solenoid valve to control the liquid. It was initially desired 

to pump the fluid throughout the entire test using a passive control scheme, but it was 

not possible to obtain a flow rate slow enough with the Bartels micropump that was 

used. Therefore, the sequential loading of the reagents in the APOCIS device was 

solely based on a timing mechanism. Due to the unreliability of the micropump, it was 

not possible to get repeatable results. Occasionally, the pump would shut off before 

the reagents would reach the detection chamber or after they had passed. This is a 

problem that needs to be addressed for the creation of an automated handheld POC 

system.  Additionally, an operator had to be alert during the test in order to push a 

button on a computer to capture the results when the blue Light Emitting Diode (LED) 

was on. 

The motivation of this research is to improve upon the previous APOCIS 

device and create a wireless handheld microfluidic device that will be capable of 

performing an automated test for C-reactive protein (CRP). CRP is a biomarker that 

can be used to indicate inflammation of muscles that could be a precursor to a heart 

attack.  Both the smartphone integration and the fluid flow control are important 

aspects that are needed for a completely automated test. The smartphone app will act 

as a graphics user interface (GUI) so that the only actions a user has to perform is to 
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insert a microfluidic cartridge into the device, and press “Start Test” on the iPhone. 

The fluid control method that is used will improve upon the timing and accuracy of the 

sequential loading in the handheld microfluidic unit.  

 

1.5 Statement of the Problem 

 

The proposed research will focus on two problems dealing with the fabrication of 

a handheld device for POC diagnostics.  

The first problem consists of a way to precisely control the flow of fluid in micro 

channels. Using the main detection system of the handheld device, a lensless charge-

coupled device (CCD), it is possible to determine if there is air or fluid in the detection 

chamber of a microfluidic chip. By using this information, it will be possible to stop 

and start a micro-pump or other pumping methods for increased reliability. 

The second problem consists of the integration of wireless control to the handheld 

POC system. The wireless capabilities will allow the handheld system to be able to be 

controlled through a smartphone app (App) and have the ability to communicate with 

other devices. The proposed system will allow for the automation of a test for CRP 

from a drop of blood, and for the results of the test to be delivered to the smartphone 

app, or healthcare provider, via e-mail. 

 

1.6 Objective 

 

The objective of this research is to create two different systems for a handheld 

microfluidic device that will improve upon the APOCIS unit. One of these systems, 

the fluid handling system, should utilize feedback control using images taken by a 

CCD imager. Comparison of these images will be used to determine whether liquid or 
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air is in the detection chamber and whether the pump should be on or off.  This 

method of fluid control will be more accurate than the previous method based off 

timing used in the APOCIS unit. By using a CCD imager to look at various areas of 

detection site, it would be possible to create a novel technique for fluid control that 

would determine if there was liquid or air in the chamber. 

The second system consists of the integration of network capabilities to the 

handheld device. A smartphone app that has the ability to control the handheld 

microfluidic system will be created. Eventually, the smartphone app would be the only 

user interface on the device needed to be capable of sending information to a server 

and receiving the results of a test. On the APOCIS device, the fluorometer had to be 

connected to a computer and an operator had to be alert during the test in order to 

capture the data at the appropriate time. This test will be completely automated with 

the results delivered via email and to a smartphone.  
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CHAPTER 2 – BACKGROUND AND REVIEW OF LITERATURE 

 

2.1 Fluid Flow Control 

 

2.1.1 Passive Control 

 

Passive fluid control is an inexpensive way of controlling fluid flow by taking 

advantage of natural forces that occur on the microscale. Typically, passive control 

schemes consist of mixers [14, 15], valves [16, 17], and passive actuation schemes 

[18, 19]. Another means of passive fluid control is pumping the fluid very slowly, 

which allows the fluid to be continuously pumped throughout an entire test [9, 20].    

Passives valves can be used as pressure barriers that can stop a fluid until a 

force that exceeds the pressure of the barrier has been built up. Other methods of 

passive control include lining the channel walls with absorbable salt that would alter 

the fluid flow or shortening the channel dimensions to slow down the liquid [17]. 

Another passive control scheme presented by Walker et al [19] uses the surface 

energy that is present in a small drop of liquid. By having two ports, a larger reservoir 

port and a smaller pumping port, a pressure differential is obtained. If a large drop of 

water is placed on the reservoir port, the pressure at the port becomes zero. Then if a 

smaller drop is placed on the pumping port, a higher pressure will be created over that 

port. The resulting pressure gradient that is created causes the fluid to flow towards the 

reservoir port.  
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2.1.2 Active Control 

 

Fluid manipulation using active control schemes, are more accurate than using 

passive controls. The equipment needed to use active controls, usually make these 

methods of fluid control more expensive. Some examples of active controls include 

mechanical valves, such as torque valves [21], electrokinetic valves [22], and 

pneumatic valves [23].  

A torque valve presented by Weibel et al [21] is an inexpensive way to control 

fluid flow since it consists of a machine screw that is driven into the micro channel; 

however it needs to be activated by a user, which would not be ideal for an automated 

test. An electrokinetic valve acts like a router of the fluid and is well suited for 

continuous flow because fluids can quickly be switched between channels. The only 

downfall is that the micropump used in the device is not capable of producing such 

low flow rates [24]. 

A monolithic valve presented by Unger et al [25], is fabricated from a single 

type of material, and when pneumatically actuated, the membranes are deflected down 

into the channel impeding the fluid flow. These valves require the channel geometry to 

consist of a round cross section in order to work properly. Channel geometries that 

have rectangular or trapezoidal cross sections are not closed completely. Accurate 

control of the fluid can be obtained by varying the pressures applied to the control 

line. 

Microspheres could also be used as active control because when they are 

heated, their volume will expand as shown by Griss et al [26]. This could be used to 

either drive the flow of a microchannel with a one shot pump, or to completely stop 
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the flow of a microchannel by expanding and blocking the flow of the liquid. This 

setup needs a way to heat up the microspheres to ~70
0
C which could be harmful to 

certain biological reagents. 

 Another method of active fluid control using heaters is thermo-pneumatic 

microvalves [27, 28]. A two chamber thermo-pneumatic valve was presented by 

Takao et al [29]. If the heater that is attached to this valve is turned on, the pressure in 

the left chamber will increase. This will help to close the gap that is next to the PDMS 

diaphragm which controls the fluid movement.  

  By taking advantage of the CCD imager used for detection in the system, the 

disadvantages of using bulky and expensive equipment are minimized, which will 

allow for active controls to be used.  

 

2.1.3 CCD Imagers 

 

There are two main types of imagers that can be used in fluorescent detection, 

Complementary metal–oxide–semiconductor s (CMOS) and CCD imagers. These 

sensors have red, green, and blue filters over different physical cups called pixels. The 

arrangement of these pixels is known as the bayer pattern. These filters allow the 

different wavelengths of light into the appropriate pixel. Once the light has entered the 

pixel, it is converted to an analog signal. The conversion to a digital signal is where 

the main difference between CMOS and CCD imagers occurs. In a CMOS imager, this 

conversion takes place at each pixel, while in a CCD imager, the signal is transported 

off the chip and uses an analog to digital converter (ADC) to return the digital signal. 

The values that can be returned are 0-255 (2
8
) for an 8-binary digit (bit) system. The 

benefits of using CMOS imagers are low power consumption and price, but the 
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images taken are generally noisier. A CCD imager offers better image quality and 

sensitivity at low light, however CCDs require greater power consumption [30].  

The unprocessed signal that is returned is the raw data [31].  Typically, for 

most commercial applications, this data has to go through various smoothing and 

interpolation algorithms that will fill in the missing pixels so every pixel on every 

layer has a value. The image is then compressed to a Joint Photographic Experts 

Group (JPEG) or kept uncompressed as a Tagged Image File Format (TIFF) file. 

Using raw data will bypass the smoothing and compression steps and give the true 

value of the data that is seen by the CCD imager. 32, 33, 34, 35 

A benefit of using a lens-less CCD imager is the elimination of the expensive 

lenses that lead to an increase in the overall cost of a unit and test. Various groups 

have tried to incorporate lens-less detection into microfluidics. Some of the research 

performed includes cell counting [32- 35] and use of a CCD as fluorometer [36, 37, 

38]. 

 The spectral sensitivity of the raw Fire-I CCD is shown in Figure 1. This 

figure shows the CCD has a greatest response for green light. It also shows at a 

wavelength of 607nm, which is the wavelength of emission of the quantum dots used 

for detection, the red pixels will capture the most light while the green pixels will 

capture some of the light. The Fire-I CCD is a 1.3 Megapixel camera and takes a 

640x480 pixel image. 

In order to eliminate some of the noise of the CCD, a calibration image can be 

taken using Equation (1). The raw image is the actual image taken with the CCD. The 

dark image is the thermal and dark current error, and is found by taking an image with 



 

10 

  

no light source and a cap over the lens. The flat field is error over time and is found by 

taking the dark image over period of time.  

 

 Calibration Image =  (1) 

  

 
Figure 1: Spectral Sensitivity of FireI CCD 

www.unibrain.com/download/pdfs/Fire-i_Board_Cams/ICX098BQ.pdf 

 

2.1.4 Filter Requirements 

 

Optical filters are essential in the use of fluorescent microscopy. There are 

three main types of optical filters that can be used. These filters are longpass, 

bandpass, and shortpass filters. A longpass filter, shown in Figure 2, is a filter that will 

only transmit light that is above a certain wavelength. This figure shows that as the 

wavelength of light goes up, the amount of light that is transmitted will also increase. 

Short pass filters, shown in Figure 3, are the same as long pass filters except that they 

will only transmit light that is below a certain wavelength. The important 

specifications when selecting either type of these filters are the rejections wavelengths, 
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and the transmission percentage, which is the amount of the light that is allowed to 

pass through the filter.  

A bandpass filter, which is shown in Figure 4, allows the transmission of light 

between two distinct wavelengths. A bandpass filter can also be made by combining a 

short pass and a long pass filter. This type of filter is specified by the center 

wavelength and the Full Width at Half Maximum (FWHM) or bandwidth value. 

Another important specification on a filter is the transmittance of light percentage. 

This shows what percentage of the light that the filter will let through at its center 

wavelength [39]. 

 
Figure 2: Longpass filter specification from Edmunds Optics 

http://www.edmundoptics.com/images/catalog/3044_lineart.jpg 
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Figure 3: Shortpass Filter  

http://www.edmundoptics.com/images/catalog/7276.gif 

 

 

 
Figure 4: Bandpass filter specifications from Edmunds Optics 

http://www.edmundoptics.com/techsupport/resource_center/product_docs/curv_67049.pdf 

 

2.1.5 Biology 

 

The assay protocol that is used in the device for the detection of CRP is shown 

in Figure 5. This assay is an example of a sandwich protocol and the first step is 

functionalizing the surface of a PDMS chip with Bovine Serum Albumin (BSA) which 

allows a layer of Glutaraldehyde to stick to it. The Glutaraldehyde in turn allows for a 

layer of Protein A to be added. The final step in the functionalization of a chip is the 

http://www.edmundoptics.com/techsupport/resource_center/product_docs/curv_67049.pdf
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addition of Rabbit Anti- CRP capture antibodies. These capture antibodies will allow 

for the binding of CRP from a sample. Once CRP has been captured, biotynalated 

Goat Anti-CRP detection antibodies can then bind to the CRP. Steptavidin coated 

quantum dots can then be flown into the detection site and will stick to the 

biotynalated detection antibodies. 

Quantum dots are a type of semiconductor particle that will emit light when 

excited by a certain wavelength. This characteristic allows for them to be used for 

fluorescent imaging. Quantum dots are brighter compared to other flurocscent imaging 

techniques such as fluorescein isothiocyanate (FITC) and phosphor dots. The quantum 

dots that are used for detection are excited at 405nm and emit light at 607nm. 

 

 

ELISASurface 

Modification
1 2 3

4 5
1.  Initial Detection site with surface modifications

2. Detection site functionalized with Rabbit Anti- CRP 
capture antibodies and filled with a buffer solution

3.  Sample is introduced to detection site where CRP   
attaches to capture antibodies

4.  Biotynalated Goat Anti-CRP detection antibodies are 
introduced to the detection site which will 
bind to the to the CRP

5.  Streptavidin coated Qdots are then introduced which 
have a strong affinity to the biotynalated detection
antibodies

Figure 5.  Sandwich assay protocol for detection of C-reactive protein in buffer solution 
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2.1.6 Edge Detection 

 

Edge detection is an important aspect in image processing because it is a tool 

that can help to determine important features in an image such as corners and lines. 

The two most common types of edge detection methods either use a gradient method 

or a Laplacian method. Figure 6 is taken from the book “Handbook of Image and 

Video Processing” and shows a continuous function that goes from dark on the bottom 

to light on top. The middle graph shows the derivative or gradient approach, and the 

bottom graph shows the second derivative or the Laplacian approach. The gradient 

approach produces a first derivative in the vertical direction and horizontal direction 

and determines the point where the function goes from dark to light (x0) as a local 

maxima or minima. The Laplacian approach determines x0 when the second derivative 

is zero crossing. Gradient methods of edge detection are very good when the gray 

levels in an image change very rapidly, and Laplacian methods are better when the 

gray levels change slowly. 

 

Figure 6: 1D representation of edge detection taken from Handbook of Image and Video 

Processing p. 536. 
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 The Roberts, Prewitt, and Sobel methods are common methods of edge 

detection that use a gradient method. An edge detection method that uses the 

Laplacian method is the Marr Hildreth method. 

 The Canny method of edge detection [40] combines elements from both the 

gradient and Laplacian methods. John Canny had three goals when engineering this 

method. They were to minimize the errors, have good detection of edges, and 

determine the edges close to where they actually were in the image [41]. According to 

some papers that have compared various edge detection techniques, the Canny method 

is the preferred method of edge detection [42, 43]. 

 

2.2 Smartphone Integration 

 

 

2.2.1 Network Background 

 

One of the main ways that information is transferred on the internet is using 

the 5 step Transmission Client Protocol/ Internet Protocol (TCP/IP). This protocol has 

multiple layers and specifies how the data should be transferred. The lowest layer that 

is on the hardware level is the Network Interface layer and deals with how data is 

physically sent through the network. This uses the Ethernet protocol and usually takes 

place using various hardware devices. The next layer is the Internet layer which 

packages the data with source and destination information, and routes the data using 

IP protocols.  

The third layer is the transport layer which is how the data is actually 

delivered. There are two different protocols used to send data: TCP and User 

Datagram Protocol (UDP). The TCP protocol requires a handshaking method called a 
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three-way handshake in order to establish a connection with each of the hosts. After a 

connection has been established, the data can be sent and received. If data is lost along 

the way then whatever device is receiving the data can request it again. Before the 

connection is closed, the three way handshake will occur again to make sure that all of 

the data has been sent and received. This type of transfer is good for applications 

where it is important to receive all of the data in the correct order such as sending 

emails or images [44]. 

 The other type of protocol, UDP does not use a handshaking method and will 

send the data out regardless if the receiving device is listening or not. The UDP 

transport protocol is faster because of a smaller header size which can be 

advantageous in situations where there is a lot of data being sent at a very fast rate; 

such as video streaming or online multiplayer games.  

The final layer is the application layer, which works regardless of UDP or TCP 

transport protocols, and is how programs can interact with the data. Some common 

protocols in this layer include Hypertext Transfer Protocol (HTTP), File Transfer 

Protocol (FTP), and Secure Shell (SSH), as well as many others [45]. 

An Internet Protocol (IP) address is the location of a device on a network. The 

two types of IP Address protocols are the 32 bit IPv4 and the newer 128 bit IPv6. The 

IPv4 protocol can only support 2
32

 (4,294,967,296) addresses, however a large amount 

of these addresses are reserved and cannot be used by the public. The total amount of 

IPv4 addresses available to the public are about 2.9 billion. Due to the finite amount of 

IP addresses, the IPv6 protocol was established and the total amount of IP addresses 

using this protocol is 2
128

 (~3.4x10
28

) [46].  
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An IP address can also be either external or internal. An external IP address is 

the address that is assigned by the Internet Service Provider (ISP) while an internal IP 

address is what is used in most home or private networks. The external IP address will 

connect to a router, and the router will split the address into internal IP addresses that 

are assigned to different devices. This process is shown in Figure 7. 

 

Figure 7:  Internal vs. External IP Address 

 

A server client connection scheme shown in Figure 8 requires one device, the 

server, to be constantly listening for a client to make a connection. Once the client is 

connected, the server will recognize the connection and perform whatever its next 

action is (i.e. run a program, send back information). If a client requests data from a 

server, it is a GET request and if data is submitted, it is a POST request. In order for a 

client to make a connection to the server, it needs to know the port that the server is 

listening on. 

A port is a 16 bit unsigned integer (0-65535) and is the channel that the data is 

sent to. The ports 0-1023 are well known ports and are reserved. Some examples 
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include port 80 which is reserved for HTTP and ports 20 and 21 which are for File 

Transfer Protocol (FTP). Ports 1024-49151 are the registered ports, and ports 49152-

65535 are private ports [47]. 

 

Figure 8: Server Client Representation 

 

2.2.2 Wireless overview in Medical Devices 

It has become increasingly apparent that mobile technology has the ability to 

transform certain aspects of the medical industry. Smartphone apps can be created and 

used to access patient records [48], check vital signs, and help physicians make better 

decisions regarding patient care [49, 50]. Apps can also be created for student study 

guides, clinical consults, and anatomy and drug references [51, 52]. This is 

particularly true for urologists and surgeons where apps have been created that allow 

them to view radiology images, keep a surgical logbook, and communicate with other 

specialists in their respective fields [53, 54, 55].  

There have been recent technological advances that have incorporated wireless 

technology into medical equipment. These wireless devices have been used to monitor 
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the tremors of patients with Parkinson’s disease [56, 57], monitor electrocardiogram 

(EKG) data from a patient [58, 59, 60], monitor vital signs and track patients during an 

emergency [61, 62, 63], as well as monitor patients with nasal obstruction and send 

results to a smartphone [64].  

Additional devices with wireless integration include the Cadi ThermoSENSOR 

thermometer that continuously measures body temperature and sends the data to a 

computer [65]. This device is an improvement over a thermometer that used an 

iButton for recording data, but had to be connected to a computer in order to retrieve 

the data [66]. 

 Wang et al [67] has shown that a smartphone can be used for an automated 

mobile application. This test uses an Enzyme-linked immunosorbent assay (ELISA) to 

detect the presence of Human epididymis protein 4 (HE4) from urine. A urine sample 

is loaded onto a chip where a colorimetric reaction would occur when a substrate was 

added. The intensity of color would indicate the amount of HE4 in the urine. Then an 

image would be taken with a camera and using a mobile app, the HE4 concentration 

could be instantly determined.  

Implantable systems are also starting to become prevalent. Systems such as the 

artificial retina [68] aim to incorporate wireless capabilities to send information to and 

from the device. Another implantable device, a pacemaker, by Home Monitoring 

(HM) provides the capability to upload the stored data from the pacemakerto a secure 

website [69]. 

The National Aeronautics and Space Administration (NASA) have awarded 

grants to various companies that are trying to create tests that incorporate smartphones 
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for blood-based diagnostics. One of these grants proposes the use of a modified 

smartphone because of its high resolution camera to detect different biomarkers within 

a clinical range, which will be analyzed on a computer [70]. Another NASA grant 

proposes the use of wireless optode sensors for fluorescence signal detection and for 

the data collected from these sensors to be delivered to a smartphone to be analyzed 

[71]. These systems will give NASA the ability to self-monitor certain conditions of 

crew members during different missions.  

 

2.2.3 Competing Point of Care Devices 

A few portable and handheld POC devices have recently been designed 

however the majority of these devices do not contain integrated wireless 

communication. The device either has to be connected to a dock, or to a computer in 

order to upload and send the results. Some of these handheld and portable devices 

include the APOCIS by the University of Rhode Island [72], the Triage Cardiac Panel 

by Biosite [73], the i-STAT and i-STAT1 Wireless by Abbott Point of Care[74], the 

Banalyst by ROHM [75], the Handheld Flow Cytometer By Diagnostic Chip (DC) 

LLC [76], and a handheld detection system that analyzes foodborne pathogens by the 

University of Arizona [77]. 

APOCIS is a portable POC device that was developed by Faghri and Li [72]. 

The device is the size of the shoe box and can be used for the detection of CRP. This 

device uses a fluorometer and needs to be hooked up to a computer for analysis and to 

deliver the results which can be obtained in 15-20 minutes.  

The Triage Cardiac Panel is a portable battery operated fluorometer that 

produces a digital readout and printout of the results in approximately 15 minutes. 
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This device also requires the connection to a computer so the results can be directly 

uploaded to a laboratory information system [73]. 

Abbott Point of Care has created a few handheld POC devices, the i-STAT and 

the i-STAT 1 wireless, which use disposable test cartridges and can run many different 

clinical tests. However, these tests do not include a test for CRP and are more suitable 

for different cardiac markers, blood gases, chemistries, electrolytes, coagulation and 

hematology. To upload the test results, the i-STAT needs to be docked to a 

downloader, while the i-STAT wireless can deliver results to the patient’s electronic 

record [74].  

The Banalyst created by ROHM, uses a drop of whole blood and a chip that 

can be discarded at the end of the test. The readout of the test is given on the actual 

device which is approximately 1foot long, 1 foot wide, and weighs about 20 pounds. 

The Banalyst has preloaded chips that can test for Glycated hemoglobin (HBA1c) 

,CRP, and high sensitivity CRP (hsCRP)[75].  

The handheld detection system designed by You et al [77] is a microfluidic 

device that is capable of detecting pathogens in fresh produce samples. This handheld 

battery powered unit is 12.2cm x20.8cm x 5.2cm and is controlled by a 

microcontroller. The sample is placed in a microfluidic chip which is inserted into the 

unit and the output from this device is displayed on an LCD screen on the front of the 

unit.  

Reviewing the previous devices that have been developed, and noting the 

increase of wireless sensors and smartphone integration in various medical 

applications, it is evident there is a need for a POC handheld system with integrated 
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wireless capabilities that will give quick and accurate results. A handheld device 

controlled by a smartphone that will perform a test for CRP and send results back to a 

smartphone wirelessly does not currently exist. 
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CHAPTER 3 - METHODOLOGY 

3.1 Fluid Handling 

 

 3.1.1 Determination of Bayer Pattern  

 

Determining the bayer pattern of the raw Fire-I CCD imager was a crucial step, 

since the detection aspect of this device will exclusively use red pixels since the 

quantum dots used emit light at 607nm which is in the red spectrum, and the fluid 

control for this system exclusively use green pixels. The fluid control needs to use the 

green pixels because of the combination of the white LED that illuminates the 

detection site and bandpass filter that is used for the detection of quantum dots. The 

CCD spectral sensitivity chart (Figure 1) shows that the green pixels will have a 

response to wavelengths up to about 630 nm. To determine the Bayer pattern, a 

smartphone app for the iPhone called Color Flashlight was used. This app allowed for 

the phone’s screen to change to different colors (green, red, and blue). The phone’s 

screen was used to illuminate the Fire-I CCD imager for different colors in order to 

determine the CCD’s specific Bayer pattern. 

 In Table 1, the app Color flashlight was turned blue and when it was shone 

over the CCD, the blue photosites of the CCD would allow the most light in and have 

the highest numbers allowing the locations of the blue pixels of the CCD to be 

determined. The same method was used when the screen was changed to red in order 

to determine the location of the red pixels, shown in Table 2, and when the screen was 

changed to green to discover green pixels, shown in Table 3. The Bayer pattern of the 

Fire-I CCD imager is BGGR and is shown in Figure 9. 
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253 162 253 162 253 161 253 160 253 162 

170 68 172 70 170 70 169 69 169 72 

253 162 253 164 253 167 253 163 253 159 

170 68 170 75 173 70 170 71 171 72 

253 162 253 164 253 166 253 164 253 161 

172 75 175 73 171 70 171 73 170 73 

253 163 253 165 253 165 253 163 253 163 

173 69 169 74 169 70 172 78 169 74 

253 166 253 164 253 164 253 164 253 164 

174 66 173 75 172 75 174 74 173 72 

 
Table 1: Blue Pixels 

 

76 151 74 153 75 155 75 154 76 155 

143 253 143 253 145 253 145 253 147 253 

79 152 79 153 75 157 78 157 81 155 

142 253 142 253 149 253 146 253 144 253 

82 153 80 155 83 159 81 157 82 158 

142 253 146 253 144 253 146 253 147 253 

76 153 81 153 84 156 81 156 81 160 

142 253 145 253 144 253 147 253 148 253 

79 152 80 156 82 159 81 157 86 157 

146 253 145 253 146 253 146 253 147 253 

 
Table 2: Red Pixels 

 

 

149 213 149 214 147 212 153 214 147 214 

214 135 216 136 214 137 214 136 216 136 

152 215 148 215 156 216 149 214 147 213 

216 135 217 140 219 136 216 138 216 137 

151 214 152 214 155 214 155 216 148 215 

214 139 216 135 215 141 215 143 214 133 

153 215 151 214 151 214 157 216 153 215 

216 138 216 139 216 139 216 140 215 142 

156 214 157 215 155 216 151 217 152 214 

215 138 216 139 216 142 216 139 216 140 

 
Table 3: Green Pixels 
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Figure 9: Bayer Pattern of CCD Imager 

http://scien.stanford.edu/pages/labsite/2007/psych221/projects/07/demosaicing/introduction.htm 

 

3.1.2 Initial Fluid Handling Setup 

  

The initial fluid handling setup was combined with the detection setup. This 

setup is shown below in Figure 10, and was originally designed just for the detection 

aspect of this project. Since the detection aspect only uses a Light amplification by 

stimulated emission of radiation (LASER) diode that is placed at a 90
o
 angle from the 

CCD imager, there was no need for a light above the detection zone.  Using this setup, 

the cool white LED used for the pumping had to be manually positioned each time 

since there was no housing that would protect it in order for the CCD to produce an 

acceptable image.  

The microcontroller in this setup was able to turn on and off the cool white 

LED, the pump, and the LASER diode. This setup used a PDMS chip that was bonded 

to a piece of glass. The glass was able to slide into the top part of the setup that housed 

the ultraviolet (UV) LASER diode located above the CCD imager. A close up viw of 

how the glass was able to slide into the setup is shown in Figure 11 This allowed chip 

to be positioned close to the same spot, relative to the CCD. The CCD was positioned 

underneath the chip with an optical filter and was also connected to a computer 

http://scien.stanford.edu/pages/labsite/2007/psych221/projects/07/demosaicing/introduction.htm
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running MATLAB for image acquisition. An Arduino microcontroller was a practical 

choice for this application since it can be controlled from MATLAB via a serial input. 

Arduino microcontrollers can also be programmed to accept commands through 

MATLAB wirelessly by using the WiShield 2.0.  

 

 
 

 

 

 

 
Figure 11: Close up view showing glass slide inserted into stage 

 

3.1.3 Final Fluid Handling Setup 

 

  After using the initial setup to prove the concept of feedback control and edge 

detection, it became necessary to create a new setup that would mimic the final 

Figure 10: Optical Detection Setup 
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product’s setup. Even though this setup simulated the final product, this setup was 

solely used for fluid and did not consist of any placement for the UV LASER diode. 

 This setup used a double layered PDMS chip, similar to those used in the 

actual test for CRP. Rather than sliding the chip into position like the initial setup did, 

the chip would be placed over pieces of polyetheretherketone (PEEK) tubing and 

pressed down allowing for a consistent placement. This setup consisted of an Arduino 

microcontroller , a Bartels micropump to pump the liquid, a white LED for pumping, 

orifices to slow down the flow rate of the liquid, a Fire-I raw CCD to obtain the 

images, and a 607 bandpass filter show in Figure 4. The CCD, like the previous setup, 

was also connected to a computer running MATLAB for image acquisition and image 

processing. 

 

 

Figure 12: Final Setup for fluid control 

 

A sequentially loaded PDMS chip is shown in Figure 13 with colored water 

used to represent the various reagents that would be involved in a test. Yellow water 

represents the sample, blue water represents the washing buffer, red water represents 
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the labeled detection antibody, purple water represents the reference fluid, green water 

represents the capture antibody, and black water represents black ink in the waveguide 

to funnel the excitation light 

 

Figure 13: Sequentially Loaded Chip 

 

 

3.1.4 Change of Design of Microfluidic Chip 

 

The original design of the microfluidic chip had an ellipse as a detection 

chamber and did not have a calibration chamber. If positioned correctly, this detection 

chamber would almost take up the CCDs entire frame. An image of this chips design 

is shown in Figure 14.  

 

                     Figure 14: Original Elliptical Chip 
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 Initially, the region of interest (ROI) for the pumping was manually placed 

directly in the detection chamber. This ROI in the elliptical detection site is shown in 

Figure 15.  In Figure 16, the difference between air and liquid in the elliptical 

detection chamber is shown. Air is present Figure 16a, and the detection chamber has 

a darker color overall. Liquid is shown in Figure 16b and the detection site is lighter 

and has a more uniform color. By taking advantage of these differences, it is possible 

to create a feedback controller that would look for a change in pixel value in the ROI 

and determine if there was liquid or air present. 

 

 

Figure 15: Region of interest placed in the elliptical detection chamber 

 

 

Figure 16: Image of elliptical detection chamber with a) air and with b) liquid 
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A few different issues arose by using the elliptical detection chamber. First, 

when pumping liquid many bubbles and air gaps would appear. Another issue that 

arose was that the detection system needed a way to calibrate itself before every test 

because the CCD does not always give the same reading on the same concentrations 

over different days.  

To solve the issue with the bubbles, a new ‘S’ channel was created for the 

detection chamber. This new ‘S’ channel design is shown in Figure 17. The ‘S’ 

channel allowed for the channels dimensions to stay at a uniform size throughout the 

entire chip. Another benefit of the ‘S’ channel was that it increased the surface area 

that the antibodies can stick to, thereby increasing the sensitivity of the test. The 

calibration chamber and ‘S’ channels with air are shown in Figure 18a while the same 

channels with liquid are shown in Figure 18b. Again, these two images of the ‘S’ 

channels and calibration chamber follow the same logic that air makes the channels 

darker and liquid makes the channels lighter. Figure 19 also shows this difference, as 

well as showing a 3D histogram of the pixel values of the image. Looking at the 3D 

histogram, it is possible to see that the vertical height of the pixels when air is in the 

chambers is lower than when liquid is in the chambers. This also proves it would be 

possible to look for a difference when there is liquid in the channel versus when there 

is air in the channel.  

The calibration chamber allows for two known quantities of quantum dots at 

two different concentrations to pass through the chamber where a reading is taken. 

This reading allows for a detection curve to be set up based on how the CCD imager in 

the system is responding that day.  
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Figure 17: New 'S' Channel design 

 

 

 

 

a) b) 

Calibration 

Channel 
Calibration 

Channel ‘S’ channel ‘S’ channel 

Figure 18: Image of Calibration and ‘S’ channel detection chamber a) with air and b) with liquid 

Calibration 

Channel 
‘S’ channel 
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3.1.5 Edge Detection Methodology 

 

Due to small variations with the fabrication of the PDMS chip, even with ports 

for alignment, the channels are not in the exact same place every time. These small 

variations in alignment create some error if the ROIs are manually placed with a 

disregard for the actual image. To try to minimize this error, the control image is first 

analyzed to determine where the channel ends and the channel wall begins. 

Multiple built in edge detection methods found in MATLAB’s image 

processing toolbox were used to try to determine where the different walls in the 

channel were located. The built in edge detection methods used were Sobel, Prewitt, 

Roberts, Log, Zerocross, and Canny.   

The CCD imager that is used to acquire these images uses the raw data format. 

This data format combined with the filter and LED used makes certain pixels in an 

Pixel Value 

Air in Channels- Channels 

Dark 

Liquid in All Channels- 

Channels Lighter 

0 

0 

255 

‘S’ Channel 

‘S’ Channel 

Figure 19: Channels with air in liquid in the detection site along with a 3d histogram on the image 

Pixel Value 

255 

Calibration 

Chamber 

Calibration 
Chamber 
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image unusable. These pixels become unusable with the filter used for detection 

because the filter will only allow light over 607nm to pass through. This makes the 

green pixels the only usable pixels since the blue pixels are dark (close to 0) and the 

red pixels are flooded with light (close to 255). The values of the pixels with this 607 

bandpass filter is shown in Figure 20. 

 

Figure 20: Raw data of image; Black are blue pixels, Gray are Green Pixels, White are Red 

 

 The image that is taken has to go through an initial modification that will 

discard the red and blue pixel values. First, the MATLAB function imadjust is used in 

order to spread the intensity of the pixels values to cover the full range of the 

histogram from 0 to 255.  Since the positions of the red and blue pixels are known, 

their values can be changed to zero using a simple algorithm in MATLAB. Any green 

pixels with a value of zero are changed to one which ensures none of the green pixels 

are accidently discarded if they happened to contain a zero value. Next, any pixel with 

a value of zero is removed and the image is reconstructed using just the green pixels. 

In order to see if it would be possible to detect the channel’s edges and to give 

the greatest contrast of the channels and walls, a chip with no fluid in the detection site 

was used at first. After the edges were located, an ROI must be placed inside the 
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channels in order to facilitate the pumping. Different built in MATLAB edge detection 

functions were used to try to determine the best method for edge detection.  

 During storage, the PDMS chip will have a TrisEthylenediaminetetraacetic  

(TE) storage buffer in its channels. Since this buffer is clear, the image will not have 

as good of a contrast between the channel and the wall. This will increase the 

difficulty in finding the edges. The same method that was used to determine the edge 

with air in the detection chamber was used when liquid was in the detection chamber. 

A custom method of edge detection that was not a built in method of 

MATLAB had to be used when liquid was in the channels. This edge detection 

method would take the average of the next ten pixels in the row, and determine if the 

current pixel, plus a threshold value, was less than the average value of the pixel. The 

more pixels that are used to create the average value, increases the ability for the edge 

detection to find the edges. However, this also increases the distance from the actual 

edge that the edge is found. By using the next ten pixel values, the distance the edge 

was found and the ability to find edges was acceptable. This value could be adjusted to 

fine tune the edge detection.   

 If the current pixel was less than the average plus the threshold, then the pixel 

value was turned to white (255) and would mean there may be an edge at that pixel. If 

the current pixel was greater than the average plus the threshold, then the pixel value 

was turned to black (0) and nothing of interest was happening at that pixel. The 

threshold value was found using trial and error and can be changed to make the edge 

detection more or less sensitive. When the threshold value was too high than the edge 
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detection becomes less sensitive to small changes and when the threshold value is too 

low then the edge detection became very sensitive to small changes in the image 

 After a binary image is created the amount of white pixels in each column are 

counted. Using the sum function in MATLAB, a white pixel is treated as logically 

high (1) and a black pixel is treated as logically low (0). A few methods in code are 

used in order to eliminate false positives detections. These methods make sure there 

are more than 30 white pixels in a given column, and there are multiple columns of 

more than 30 pixels next to each other. If a column that is determined to be an edge 

doesn’t meet these criteria then it is discarded and the edge detection moves on to the 

next column that could work.  

After the locations of the channel walls have been identified, the ROI still 

needs to be placed between the channel walls. Two different methods were used to try 

to place the ROIs. The first method involved determining the location of every 

channel and creating ROIs between the channels. The second method took advantage 

of the fact the channel and channels wall had constant dimensions. After the channel 

wall of the calibration chamber had been determined, the rest of the channels will be a 

constant distance from one another. Using this absolute positioning method, finding 

the edge of the calibration chamber wall becomes the critical step. Each of these 

methods has advantages and disadvantages. The edge positioning method can give a 

more accurate ROI since it would fit the channels exactly, however the edge of every 

channel needs to be accurately found and every false positive has to be eliminated. 

The absolute method is easier to implement however the ROIs can be slightly off if the 

edge of the calibration chamber is not found at the same point each time.  
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After the ROIs are determined, their coordinates have to be transformed back 

to the original 640x480 image. This transformation has to take into account that in the 

normal image, the red and blue pixel values are reintroduced. The Bayer pattern of the 

CCD is shown in Table 4. In the odd columns, the green pixels values occupy the even 

rows and in the even columns they occupy the odd rows.  Knowing that the green 

pixel locations have both an even and an odd coordinate is important when the ROI is 

transformed to the complete image.  

 

Row/Column 1 2 3 4 

1 B G B G 

2 G R G R 

3 B G B G 

4 G R G R 
 

Table 4: Bayer Pattern 

 

The far right column of the ROI in the calibration chamber will determine 

whether the ROI needs to be moved over one pixel on the original image. The ROI 

may need to be moved over one pixel so that the ROI will always begin on a green 

pixel  

 The upper left coordinate of the rectangle will always be (10,39) and the 

height is 360 so the bottom right coordinate is (10,399) making both of these corners 

fall on a green pixel. If the far right column of the ROI of the calibration chamber is 

on an odd row then the upper right coordinate will be (Odd,39) and the lower left 

coordinate will be (Odd,399). These will not be green pixels, so the column the ROI 

gets lined up with has to be shifted over to the left one so the pixels will become 

(Even,Odd), shown in Figure 21. For example if the width of the calibration chamber 
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is determined by the edge detection to be 70 pixels, then the coordinate of the top right 

corner of the rectangle will be (80,39) and because it is (Even, Odd) it is on a green 

pixel. Then the length of the channel wall will be about 84 pixels making the left 

corner of the next ROI start on (164,39) which is still (Even,Odd). However if the 

width of the calibration chamber is 71 pixels the corner of the rectangle will be (81,39) 

and will be (Odd,Odd) and be on a blue pixel. Now the width of the wall has to be 83 

pixels so the next ROI will also begin on (164,39). 

 

 

Figure 21: Channel Coordinate Transformation 

 

 When this ROI is determined using the method of absolute positioning, it 

becomes easy to make sure the ROIs of the ‘S’ channel are on the correct coordinates. 

These coordinates will matter for the feedback pumping so the correct pixels values 

are being compared. This transformation will not affect the calibration channel’s ROI 

but will matter for the ROIs in the ‘S’ channels. 
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Different parameters for the edge detection needed to be determined. First, the 

color of the LED and the type of filter that would produce the best results needed to be 

determined. To perform the experiment with the LED and optical filters, the initial 

setup was used and an Arduino was used to supply the voltage to the LED. Another 

two parameters that needed to be determined were the height of the LED from the 

detection chamber and the voltage that the LED runs at. In order to vary the voltage of 

the LED, a voltage generator was connected to the LED that would allow the voltage 

to change without varying the position of the chip. A summary of these results and 

findings as well as pictures from the edge detection methodology will be presented in 

Chapter 4. 

 

3.1.6 Feedback Control Methodology 

 

The feedback controller that is used for the fluid handling system is an 

example of an on-off feedback controller. A complete overview of the feedback 

controller is shown in Figure 22. This chart shows the entire feedback logic that the 

controller goes through during the course of a sequential loading cycle. At the 

beginning of the test, a control image with TE buffer in the channel is taken that will 

be compared throughout the test to determine whether there is liquid or air in the 

detection chamber. 

 When the feedback control for the calibration channel or the ‘S’ channel is 

started, an image will be taken at a regular time interval and will be compared  to the 

control image by subtracting the two images. A threshold value (normally between 10 

to 16) is used and every pixel in the new subtracted matrix is compared to the 
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threshold value. Typically the feedback controller requires a small amount of noise 

from the CCD (about 1-2% of the region of interest) for an accurate and sensitive 

pumping cycle. The noise is the difference that is produced by the Fire-I CCD between 

two identical successive images when they are subtracted from each other. The 

threshold value is what changes the sensitivity during a pumping cycle. If this 

threshold value is too small then the noise of the CCD will typically overpower any 

change of fluid in the detection site, and the software might think there is a change in 

the detection site when there is not. If the threshold value is too big then the CCD is 

not sensitive enough and will not notice when liquid or air goes into the detection site. 

  If the compared pixel is less than the threshold then the pixel value is set to 

255(white) otherwise it is set to 0(black). These pixels are in the format of an uint8 

(unsigned integer 8) and can have 2^8 or 256 (0-255) different values.  

After the binary mask is created then the white and black pixels are added up. 

If there are more black pixels than white pixels that means there was a change and 

there is air in the chamber. However, if there are more white pixels than black pixels, 

there is still not a change (from the initial state) and so liquid is still in the chamber. 

After air has been found the program will change from looking to a majority of black 

pixels to a majority of white pixels.  

 This control image is also the image that is used for the edge detection and 

placing the ROI. The first stage of the feedback controller is the pumping of the 

calibration chamber. The calibration chamber will have known concentrations of 

quantum dots that will be used to establish the detection curve for that day. First, the 

pump will be turned on and the program will be looking for air. Once air is detected, 
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the program will switch to looking for liquid. After liquid has been found, the pump 

will turn off and allow for the detection to take place. This process will repeat again 

for the other known quantity of quantum dots and then the pump will look for air for 

the final time. Once air has been found for the final time then the program will exit the 

calibration pumping and proceed to pump the ‘S’ channels. 

The pumping in the ‘S’ channel is a little different because there are three ROI 

that need to notice a difference instead of just one. Using three ROI were used in order 

to help with the problem of bubbles that occasionally will occur during a test and to 

make sure that fluid was completely in the channel. 

To try to vary the speed of the fluid, a 4μm and a 10μm orifice are used. 

Previous work done in the lab established that a 6μm orifice should have been 

sufficient to slow down the liquid to an acceptable flow rate. However that size was 

not available to purchase so the next size up and next size down were used. The delay 

that MATLAB took in between taking different images was varied from 0.5 seconds 

to 0.2 seconds in an attempt to determine the flow rate of the liquid.  
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Figure 22: Feedback Controller Logic 

.    
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3.2 Smartphone and Network Integration 

 

3.2.1 Arduino and Shield 

 

 The Arduino was chosen as a microcontroller for this project because of its low 

cost and open source compiler. Multiple types of Arduino microcontrollers were used 

for different situations throughout this entire project. The final Arduino 

microcontroller that was used is a Nano Mega 2560 by Emartee. This microcontroller 

is shown in Figure 23. To give the microcontroller wireless capabilities, a WiShield 

needs to be used. The Copperhead WiFi Shield which is designed to work with an 

Arduino Uno, is shown in Figure 24. This shield us compatible with all of the 

WiShield 2.0 libraries that are provided by AsyncLabs. Since the Arduino Mega Nano 

is built by a different company than Arduino, special modifications have to be made so 

the Wifi Shield will work on the microcontroller. These hardware modifications 

include remapping the pins of the Wifi Shield so it will connect to the Arduino and 

software modifications in the WiShield’s SPI.H file and the WiServer.h file. The 

hardware modifications happen because the pin layout of the Mega differs from that of 

the normal Arduino Uno. On the Nano Mega, the Master In Slave Out (MISO) is pin 

50, the Master Out Slave In (MOSI) is pin 51, the Serial Clock (SCK) is pin 52 and 

the Slave Select (SS) is pin 53. Additionally the System Clock Line (SCL) had to be 

remapped to pin 21. On the Arduino Uno these pins are 9, 10, 11, 12, and 2 

respectively. 
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Figure 23: Arduino Nano Mega 2560 by Emartee 

 

Figure 24: Copperhead Wifi Shield 

 

 After the Arduino has wireless capabilities, the Arduino can act as either a 

server or a client. Normally the Arduino will be acting as a server in order to turn 

different ports on or off. The Arduino will need to connect to an existing network 

(such as a home network) and will be given a static IP address (ie. 192.168.1.125). 

Each port will have a different uniform resource locator (URL) that they will go to. 

For example, turning a pump on would be 192.168.1.125/pumpon while turning an 

LED on would be 192.168.1.125/ledon. This could be repeated for as many ports as 

the user wanted to control. During certain points in a test, the Arduino has to act as a 

client and send out a GET request to a server.  
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3.2.2 Environments 

 

Many different developmental environments were used in the creation of 

software for various parts of this project. A complete list of all of the different 

programming environments and their purpose are summarized in Table 5. Various 

Python scripts and libraries were used over the course of the project. One of the most 

important libraries that was used was the open source Twisted Networking Engine. 

This engine handled the communication between the iPhone app and Python Server.  

Arduino 0022 was the compiler that was used for this project because newer 

compilers such as Arduino 0023 and Arduino 1.0 had different default libraries and 

problems with integrating the wireless libraries. All of the code is located on a hard 

drive in the microfluidic lab at URI.  

Environment What is Controlled 

Motodev and Eclipse Java server used for Android App communication and 
development of the Android App.  

Xcode and Interface 

Builder 

iPhone development software on Mac computer 

Python Server used to get information for the iPhone app as well as 
various scripts for network performance. 

Visual C# Environment to program the Fast and Easy (FEZ) cobra 

microcontroller 

Arduino 0022 Environment to program the Arduino microcontrollers and 
various Touchshields  

 
Table 5: List of programming environments 

 

3.2.3 Network 

 

A key aspect to this project is the ability to have a server setup and listening on 

a remote computer. This server in conjunction with the microcontroller will be able to 

control the test by running MATLAB after the test has been started by the user. The 

wireless handheld communication is shown in Figure 25, and shows how different 

aspects of the test should be able to communicate to one another. 
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 The server will have multiple Python scripts acting as their own servers on 

different ports and when accessed by a microcontroller they will be able to perform a 

certain task such as opening MATLAB or receiving and storing a picture.  

(1) A user will have control over the test and will be able to start the test with a custom 

smartphone app and send the patient information to a server.  

(2) After the test is started from the smartphone, the microcontroller will receive 

instructions to begin the test.  

(3) At various points during the test, the microcontroller has the ability to connect to 

the server to facilitate pumping. MATLAB will have the ability to communicate 

directly with the microcontroller if there is a problem with the test or to tell the 

microcontroller what to do next. Once the microcontroller finishes its part of the test, 

it will be able to send a signal to start MATLAB on the server so the analysis of the 

test can be performed and the results can be obtained.  

(4) MATLAB will run a script that will perform analysis on the images obtained 

during the test. When MATLAB has finished performing the analysis, the results are 

sent back to an email address as a Portable Document Format (PDF) report and also 

sent to the smartphone. The information on the PDF report will be generated by 

MATLAB using the information that was sent from the smartphone app.  
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Figure 25: Wireless handheld Communication 
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CHAPTER 4 – FINDINGS 

4.1 Fluid Flow Control 

  

4.1.1 Edge Detection with air in channels 

 

 To determine if it was possible to find the edges of a microfluidic channel, 

edge detection algorithms were originally ran with air in the channels. The air in the 

channel gives the greatest amount of contrast between the channels and the channel 

walls. The various methods of edge detection that were built in to MATLAB were 

used and the results are shown below in Figure 26. The results shown in Figure 26-

Figure 32 use the same image for analysis. 

a) 

c) 

e) 

b) 

d) 

f) 

Figure 26: MATLAB Image Detection Methods a) Sobel b) Prewitt c) Roberts d) Log e) Zerocross f) 

Canny 
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. When PDMS channels were filled with air, MATLAB was able to detect the 

edges using all of the different methods. All of these methods produced similar results. 

Below, Figure 27 was an attempt to place the ROIs in the channels automatically using 

the built-in edge detection methods with air in the channels. All of the edge detection 

methods were able to accurately place the ROIs completely in the channel when air 

was present.  

 

 
Figure 27: ROI of interest of different edge detection methods with air in channel 
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Below, in Figure 28, the Sobel method of edge detection was used to determine 

all of the edges, and place the ROIs inside these channels. These images were taken 

over a span of multiple days. In contrast with certain aspects of detection, the 

properties of the CCD do not hinder MATLAB’s ability to determine the edges and 

place the ROIs. The method of placing the ROIs that was used for this test was finding 

and keeping track of every column that an edge was located at and placing a ROI in 

between these columns.  

 
 

 

 

4.1.2 Edge Detection with Liquid in Channels 

 

 

The results for the edge detection when liquid is placed in the channels are 

shown in Figure 29. The same procedure from when air was in the detection chamber 

cleared border image

cleared border image

cleared border image

cleared border image

Figure 28: Region of Interest with air in channels over various days 
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was used. The results of using these methods were not good because the ROIs that are 

placed are all over the place and not always in the channel. The method of placing a 

ROI was still finding every column that an edge was at and then placing a ROI 

between the columns.  From the images below, the calibration chamber had a lot of 

false edges inside it so the program would lose track of the numbering of the edges. 

This is why the second ROI from the left is on a channel wall instead of in the 

channel.  



 

51 

  

 

 
 

Figure 29: ROI of different edge detection methods with liquid in channel 

 

The same image that was used with air and liquid in the chambers is shown in 

Figure 30. These results are using the custom edge detection method that was not a 

built in feature of MATLAB. Using the technique of averaging the next ten pixels, a 
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fairly accurate representation of the edges can be determined. Figure 30 also shows the 

image after the ROIs have been placed. The figure below shows the ROI is completely 

in the calibration chamber and the ‘S’ channels. Overall, this method of edge detection 

works much better for this project, and allows much more control about what is seen 

than the built in functions of MATLAB. 

 
Figure 30: Binary Image with new Edge Detection and Region of Interest 

 

 

Two different methods of placing the ROIs were used. The first method, the 

edge positioning method, is shown in Figure 31 and the second method, using absolute 
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positioning is shown in Figure 32. Overall the method of using absolute positioning 

works much better than the method of edge positioning since there are less edges that 

need to be determined. This will decrease the amount of errors that can occur while 

running the edge detection and the rectangles will always be a fixed width.  Using the 

edge positioning method, it is absolutely imperative that every edge is accurately 

determined. Figure 31 illustrates what will happen if one of the edges is missed. One 

of the ROIs in the ‘S’ channel was not positioned correctly which leaves that entire 

ROI useless. The algorithm was not able to determine the left edge of the final curve 

of the ‘S’ channel but was able to determine the right. This means that the left edge 

was also determined by the program to be at the right side which created a ROI that is 

only a few pixels wide. 

  The absolute positioning fixes this problem since the only edge that really 

needs to be determined is the edge of the calibration chamber. After this edge is 

determined the rest of the ROI have a fixed width and the results are shown in Figure 

32. 

 
Figure 31: Region of Interest placement finding all edges 

 

Unusable 

region of 

interest 
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Absolute Positioning

 
Figure 32: Region of interest Placement using absolute positioning 

 

 

4.1.3 LED and Filter Parameters 

 

A study was undertaken to determine the best combination of LED’s and 

filters. A list of LED’s and their properties are shown in Table 6, while a list of the 

filters used and their properties are shown in Table 7. Complete listings of the 

combinations that worked and did not work are shown in Table 8. 

In Table 8, a ‘’ denotes that the edge detection software was able to 

accurately place the ROI and the feedback software for pumping was able to 

determine a difference and stop and start the pump accordingly and an ‘X’ means it 

was not.  

Color 

Wavelength(nm) 

Manufacturer Part Number Viewing Angle 

(degrees) 

Luminous 

Intensity 

Red (643) Jameco 333973 36 75mcd 

Amber Flat (605) LUMEX 09J9272 110 5mcd 

Amber (596) CREE 02P7166 30 5cd 

Cool White (380-750) VCC 57P7152 100 1.8cd 

White (380-750) VCC 50P9329 30 7cd 

Cyan (480) CREE 04R6672 15 11cd 

UV  (365) Cree 67-2133-ND 80 -- 

Yellow (585) Vishay 751-1148-ND 28 10mcd 
Table 6: List of different LED parameters 
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Filter Mfr. Part 

Number 

Center 

Wavelength 

Rejection 

Wavelength 

Transmittance 

(%) 

Bandwidth 

607 

bandpass 

Filter 

Edmunds 

Optics 

84102 607 -- 93 36 

532 
10fwhm 

Edmunds 
Optics 

65700 532 -- >=45 20 

Wratten 

no 12 

Kodak 54467 -- -- -- -- 

Square 
bandpass 

filter 

Schott 46054 526 -- -- 106 

483 
bandpass  

Edmunds 
Optics 

67028 482.5 -- 93 31 

500 nm 

Longpass 

Edmunds 

Optics 

47616 -- 200-480 >85 -- 

 
Table 7: List of different filters and specifications 

 

 

The cool white LED was the best LED and was able to determine the edges 

regardless of the filter used. This makes sense because white light is comprised of all 

wavelengths of the visible spectrum. The other LED that was able to determine the 

edges of the channel through different filters was the flat amber LED. Both of these 

LEDs also had a very high viewing angle so their light was not concentrated right at 

the detection zone, potentially flooding it with light. This happened with the white 

LED as the viewing angle was only 30
o
 and when shone on the detection site, flooded 

the CCD imager. The results for the cool white LED are shown in Figure 34. This 

figure shows that with the cool white LED, it is possible to accurately place the ROI 

independent of the filter that is used. 

 The Kodak Wratten Filter that was used had a lot of wrinkles since it was a 

flexible filter which is why the image produced with that filter is not completely clear. 

The specifications of the Wratten filter are shown in Figure 33. The images shown in 
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Figure 34 are not exactly the same since the chip needed to be lifted up and moved in 

order to change the filter below it. The images from the amber LED that were able to 

produce acceptable results are shown in Figure 35. The images produced with this 

LED are generally darker since the amber has a defined wavelength of 605nm which 

means the filters will cut out more of its light.  

Overall, the cool white LED gave the best results. The filter that was chosen 

was determined by the detection aspect of the system and only the Ultraviolet (UV), 

Cool white, and Amber LEDs were able to find the edges with the cool white LED 

producing the best looking and most defined image.  

 

Figure 33: Transmission vs. Wavelength for Wratten 12 Filter 
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607 nm Bandpass Filter 532 nm Bandpass Filter 

Kodak 12 Wratten Filter Square Bandpass Filter 

483 nm Bandpass Filter 

 

500 nm Longpass Filter 

  
Figure 34: Results for Cool White LED with various filters 
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Red Blue Amber White 

Cool 

White UV Green Yellow 

Flat 

Amber 

607 

bandpass 

Filter X X X X   X X  

532 

10fwhm X X X X  X X X X 

Wratten 

no 12    X  X X X  

Square 

bandpass 

filter X  X X  X X X  

483 
bandpass 

w 31 nm X X X   X X X  

500 nm 

Longpass X X X X  X X X  

 

Table 8: Results of using different LEDs with different filters 

 

607 nm Bandpass Filter Kodak 12 Wratten Filter 

Square Bandpass Filter 500 nm Longpass Filter 

  
Figure 35: Flat Amber LED with different Filters 
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4.1.4 Height and Voltage of LED 

 

Another study varied the voltage and the height of the LED from the detection 

site to determine the optimum height and voltage.  The two LEDs that were chosen for 

this test were the Amber LED and the Cool White LED. Table 9 shows the results 

from the Amber LED while Table 10 shows the results from the cool white LED. In 

both of these tables, a “X” denotes that the edges were not able to be established and a 

“” means the edge detection and pumping algorithms worked.   Looking at these two 

tables, it is clear that the LED has to be a certain distance from the detection site for 

the image to be able to detect the edges and work with the feedback pumping. The 

Amber LED was not able to find any of the edges regardless of the setup. When the 

Amber LED was able to determine the edges previously with the various filters, it was 

located higher than 30mm from the detection site and the voltage the Arduino supplied 

was also higher. Image results from the Amber LED are not shown since they are 

completely black images. 

 The cool white LED was able to determine the edges after the LED was a 

height of at least 20mm from the top of the PDMS chip. At distances of 25mm and 

30mm, the picture that was taken from the CCD imager became clearer. These images 

are shown in Figure 36. This test shows that the farther away from the chip that the 

LED is, the better the image will be. The distance that the LED is limited to in the 

actual unit is 27.5mm because of the height of the cover. These results prove that in 

the actual handheld unit, the distance that the LED will be at will be able to produce 

an acceptable image for edge detection and the feedback pumping. 
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Amber LED 5mm 10mm 15mm 20mm 25mm 30mm 

1.6V X X X X X X 

2V X X X X X X 

2.4V X X X X X X 

2.8V X X X X X X 
 

Table 9: Results of Voltages and Heights for the Flat Amber LED 

 
 

White LED 5mm 10mm 15mm 20mm 25mm 30mm 

2.4V X X X    

2.6V X X X    

2.8V X X X    

 
Table 10: Results of Voltages and Heights for the White LED 
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4.1.5 Feedback Pumping 

 

Manually pumping the liquid in the microfluidic channel, it is shown that the 

feedback controller is working and is able to distinguish liquid from air. Figure 37 

shows the controller in use with a white area representing liquid in the channel and a 

black area representing air. This figure shows that liquid is being pumped out of the 

detection site and then pumped back in with MATLAB is waiting 0.5 seconds before 

            20mm 2.4V             20mm 2.6V             20mm 2.8V 

            25mm 2.4V 

            30mm 2.4V 

            25mm 2.6V             25mm 2.8V 

            30mm 2.6V             30mm 2.8V 

Figure 36: Image results for white LED at various voltages and heights 
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taking each image. Additionally a pump connected to the microcontroller but not to 

the chip would turn on and off at the appropriate time. 

 

 
 

 

Obtaining the volumetric flow rate is desirable to see how fast the pump was 

actually pumping. Varying the duration of pause command in MATLAB (0.5 seconds 

to 0 seconds) did not prove that useful because the fastest that MATLAB was able to 

take images during the feedback controller was ~0.2 seconds. At ~0.2 seconds, the 

feedback controller was still taking images too slowly and the liquid was pumping too 

fast to determine a true flow rate even if a 10μm orifice was used. Instead, an 

T=0s T=.5s T=1s 

T=1.5s T=2s T=8s 

T=8.5s T=9s 

Figure 37: Manual Pumping with half second delay 
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approximate flow rate could be determined. The fastest that a CCD can take an image 

with MATLAB is dependent on the amount of random access memory (RAM) that the 

computer has. On a computer running Windows 7 with 4GB of RAM, the fastest an 

image could be taken is every 0.25 seconds and on a computer running Windows 7 

with 8 GB of RAM this is every 0.19 seconds.   If a 4μm orifice was used, then the 

liquid would not be able to pump at all. The 4μm orifice may not have worked since 

liquid had been previously introduced to it in another experiment. Since the hole of the 

orifice is so small any contact with liquid will completely block the orifice.  

 By visual inspection, it could be seen that the 10μm orifice significantly 

slowed down the flow rate of the liquid compared to when no orifice was used.  Even 

though the images were taken too slowly to determine the flow rate, this controller still 

is able to work with a sequentially loaded chip because the volume of reagents that are 

in the chip are much greater than the volume of the detection site. These images of the 

detection site with liquid and air using a 10μm orifice are shown in Figure 38. 

 

Figure 38: Pumping with Bartels Micropump 

 

 

Liquid in Channel T=0s Air in Channel T= ~.2s 
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The total volume of the ‘S’ channel is given by Equation (2) where L is length, 

W is width, H is depth of the channel, ro is the outer radius and ri is the inner radius of 

the curve. The total volume of the channel is 0.724 mm
3
 or 7.24x10

-4
cm

3 
using the 

dimensions from Figure 39. The Fire-I CCD was able to take images every 0.19-0.25 

seconds. Using Equation (3) where Q is the volumetric flowrate, V is volume, and t is 

time. Using the assumption the first image is taken right before air enters the channel 

and the second image is taken right after the last bit of liquid leaves the channel, a 

flow rate of at least 0.00289 to 0.00381 cm
3
/s could be determined. In reality, the flow 

rate of this system is higher but these flow rates represent the highest flow rate that 

could be captured with the CCD imager used.  

 (3(L*W)+ π(ro-ri)
2
)*H (2) 

 

 

  (3) 

 
 

Figure 39: Dimensions of the 'S' channel 0.25mm height 

 

 

A different approach to determining the flow rate was taken. The micropump 

was first hooked up to a PDMS chip without an orifice and a video was taken with an 
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iPhone. Then the pump was hooked up to a 10 μm orifice and a video was taken with 

an iPhone. The videos were then analyzed using Sony Vegas Pro 9.0. The values for 

the flow rate were 0.4755cm
3
/s with no orifice and 0.007052cm

3
/s with a 10 μm 

orifice. These numbers make sense since it is slightly higher than the flow rate 

obtained by the feedback controller using the Fire-I camera. These results are shown 

in Table 11. 

 

 Volumetric Flow Rate cm
3
/s (mm

3
/s) 

Feedback Controller μm orifice 0.00289 to 0.00381 (2.89 to 3.81) 

iPhone video No orifice 0.4755 (475.5) 

iPhone video 10 μm orifice 0.007052 (7.052) 

 
Table 11: Results for determining volumetric flow rate 

 

The volume of regents that are put in a sequentially loaded chip are 7µL or 

7mm
3
 and the flow rate with a 10µL orifice is 7.052mm

3
/s. The frequency the slug of 

reagent is moving is 1.007 Hz. For reliability, the CCD should sample at least twice 

the maximum frequency or about every .5 seconds and the CCD is currently sampling 

at every .2 seconds. 

The feedback controller was also used on a chip with different microchannel 

geometry; shown in Figure 40. The width of this channel is 0.3 mm which is a 14.3 % 

reduction of the size of the channel (.035mm) in the final chip design. For this test, a 

manual ROI was placed since the edge detection software is tailored for the detection 

chamber and the ‘S’ channels. The edge detection software could be easily modified 

for different designs. To allow for different designs, the parameters in the program that 

would have to be changed are the edge or geometry that the program is looking that is 

considered a first edge, the number of ROIs, and the distance between the ROIs. The 
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controller was able to see a difference between fluid and air using this chip and turn on 

and off a pump accordingly. 

 

 

Figure 40: Different geometric chip design (depth 0.25mm) 

 

Various liquid and biological reagents were tested to make sure the feedback 

controls will work when they are introduced to the system. The majority of these 

liquids had a clear appearance with a few exceptions; the whole blood and serum and 

quantum dots. The serum had a yellow tint to it while the whole blood was very dark. 

However to the CCD imager, the yellow tint did not matter as the feedback was able to 

detect the serums presence or lack thereof as shown in Figure 41. 

When the whole blood was introduced to the channel, the channel got 

significantly darker. This means that the program could easily be modified to respond 

to the whole blood by looking for a darker image when fluid is in the channel rather 

than a lighter one. Whole blood in a channel is shown in Figure 42. The fact that 

whole blood does not work with the way the feedback controller is currently set up is 
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not bad because whole blood should never be introduced to the system. The whole 

blood will be filtered to serum before it can enter the chip.  

 The other liquid that was of interest was the various concentrations of 

quantum dots. Since the quantum dots are excited at 405nm and white light is 

composed of all wavelengths of visible light, the quantum dots will naturally 

fluoresce. This did not prove to be a problem during the pumping and the feedback 

control was able to accurately determine when there was a fluid in the chamber or not. 

Quantum dots in the channel are shown in Figure 43. The pumping of different 

concentrations of quantum dots would be used in the calibration chamber during the 

actual test. The fluids that work and the fluid that don’t work with the feedback 

controller are shown in Figure 44. 

 

 

Figure 41: Serum in Feedback Loop 

 

 

 
Figure 42: Whole Blood in Detection Channel 
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Figure 43: Quantum Dots in Detection Channel 

 

 

 

Figure 44: List of different Fluid that work with feedback control 

 

 

4.2 Smartphone Integration 

 

4.2.1 Microcontroller Prototypes 

 

The initial Arduino prototype that was constructed is shown in Figure 45. This 

prototype featured an Arduino Mega connected to a Wifi Shield and TouchShield 

Stealth. This prototype was important because it showed that it was possible to control 

the unit both wirelessly and with a touchscreen. An Arduino Mega needed to be used 

since it has multiple serial inputs which are necessary to control the WiFi Shield and 

the TouchShield at the same time. Eventually, a unit could be constructed without a 

touchscreen and just use the smartphone app as a GUI.  
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Figure 45: Initial handheld unit prototype 

 

The final microcontroller that was used in the handheld unit with wireless 

capabilities is shown in Figure 46. This is an Arduino Nano Mega 2560 that is 

connected with a Wifi Shield and a Touchscreen Slide. The Arduino Nano Mega is a 

smaller version of the original Arduino Mega. The hardware modifications which are 

the jumper wires can be seen in the image below.  The final handheld unit that was 

produced is shown in Figure 47.  

 

Figure 46: Final Microcontroller and modifications 
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Figure 47: Prototype of the Handheld unit 

 

 

4.2.2 Smartphone Applications 

 

The first generation of the smartphone app is shown in Figure 48. The app icon 

is circled on the image to the left and the actual app is shown on the right. The purpose 

of this smartphone app was to show that complete control over an Arduino 

microcontroller could be achieved. If the button called ‘LED on’ was pressed or the 

button called ‘Pump on’ was pressed, two different LEDs would be able to light up. 

The app was able to stay on the same screen because a UIWebView that was hidden 

was called on the button press. This app was tested on a 4g iPod Touch as well as an 

iPhone 3GS. 

 



 

71 

  

 
Figure 48:First generation of smartphone app on iPhone 

 

The second generation of smartphone apps consisted of an Android app that 

had multiple tabs. One of these tabs allowed the user to input information, choose the 

test that was desired and start a test. The other screen allowed for the results to be sent 

to the phone when the button was pushed. The designs of both of these screens are 

shown in Figure 49. The information that could be entered was a patient’s name, 

birthday (from which their age could be determined), gender, an email to send results 

from and the corresponding password, and an email to send the results too.  One of the 

drawbacks of this android app is that the tests and people were not saved. This caused 

a loss of inputted data after the app was closed and the patient’s information would 

have to be entered again as well as information that wouldn’t change such as the email 

the results are sent from and password.   
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The third generation of smart phone apps is the most recent and the app was 

created for the iPhone. This iPhone app now has the ability to add, store, and delete 

patient information. This patient directory is stored in a plist so if the iPhone goes to 

the main screen, then the information that is stored will not be lost. This app has three 

tabs which are shown Figure 50.  

These tabs are for inputting user information, getting test results, and using the 

manual controls and adjusting settings. The manual control screen is labeled a.) in 

Figure 50. This figure shows the manual control setup and the different settings that 

can be edited. The settings that can be adjusted are the email that the tests results will 

be sent to, the email the tests results are sent from, password for the email, and server 

information. 

 Figure 49: Second Generation of smartphone app on Android 



 

73 

  

 The ability to change the IP address of the server is a new feature of this 

generation. Previously, the server IP address would have to be reloaded on the phone 

from the source code whenever it changed across the various networks. All of these 

variables that can be saved are stored in a plist called NSUserDefaults. This is a way 

to store and share data over multiple tabs easily. In Figure 50 images b, c, and d show 

the patient list, how the patient list is editable, and what the patient list looks like when 

a new patient is added. Image e shows what the Add patient screen looks like and 

image f shows what the screen looks like when a patient from the patient list is 

selected.  

On the Add patient screen, the same information that could be added in the 

Android app can be added in this app. On the patient information screen the user will 

have the ability to choose the test that they want to run as well as look at information 

from the patient. If no test is selected, the app will not send the data and instead notify 

the user that they need to select a valid test in order to start a test.  
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a. b.

.) 

c.

) 

d. 
e. f. 

 
Figure 50: Third and Final Generation of smartphone app on iPhone 

 

 

4.2.3 Network Integration 

 

A server that is based on a remote computer can be listening on a certain port 

for a connection to be made from the smartphone app. When the connection is made, 

the patient information that was entered into the app will be transferred to the server. 

This will either be the Python server running the Twisted engine for the iPhone app or 

a Java Server for the Android app. After the server receives the message, it will call a 

Python script that will start the test on the microcontroller. If the microcontroller is 

called directly from the Android app, it will sometimes receive this command twice, 
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while the iPhone App will only send it once. To fix this problem, a Python script was 

used to start the test instead of directly calling the microcontroller from the 

smartphone app. 

 After the test has been started, the microcontroller will make a connection with 

a different Python server at the appropriate times. This server will start MATLAB 

when called and run the detection algorithm or feedback pumping script at startup. 

MATLAB will then be able to update the text (txt) file that the Results tab so the 

smartphone app can see the progress of the test. After the main detection program in 

the MATLAB has finished analyzing the images, MATLAB will call a Python script 

that will be able to send an email to the specified email address and the app will also 

be able to receive the test results. If an external IP address, instead of an internal IP 

address was used, it would be possible to control and start this test from anyplace that 

has access to a wireless network.  

 

4.2.4 Preliminary Communication for a Completely Wireless Unit 

 

Work has also been done on a preliminary network loop for a completely 

wireless unit. This unit could use a FEZ Cobra microcontroller by GHI Electronics 

and costs $150. This microcontroller is based on the EMX module and has 4.5 

megabytes (MB) of flash memory and 16 MB of RAM.  The FEZ Cobra with a 

webcam and wireless unit is shown in Figure 52. The proposed network loop that 

includes sending images is shown in Figure 53. This communication loop was 

constructed and images were sent wirelessly; however it was not possible to run a test 

since the webcam used did not send data in a raw format. Using the FEZ Cobra, it was 

possible to send an image across the network to a Python script that was listening and 
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waiting for the image. Figure 51 shows the amount of time it takes in seconds to send 

different amount of bytes with the WiFi unit that is used. The linear fit has a 

coefficient of determination R
2
 value of .99802. 
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Figure 51: Time taken to send bytes wirelessly from microcontroller 

 

 

Figure 52: Fez Cobra 
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Figure 53: Proposed Network Communication for a completely wireless unit 
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CHAPTER 5 - CONCLUSION 

 

5.1 Conclusions 

 

A fluid handling system was created that was able to determine the edges and 

accurately place ROI inside the channels of a microfluidic chip using a custom edge 

detection method. This system was also able to distinguish when liquid or air was in 

the channels and turn a pump on or off accordingly. This increased the reliability of 

the pumping for a sequentially loaded chip. 

A custom iPhone app was created that was able to send data to a central server 

and start a test on a handheld microfluidic unit. The microfluidic unit could then 

communicate with the server and MATLAB when appropriate. During and at the end 

of the test, the iPhone app would be able to receive the results of the test. This wireless 

communication system that was introduced, would be able to perform an automated 

test for CRP. 

 

5.2 Future Work 

 

The ability to make a completely wireless unit is still a challenge that exists. 

One of the limitations of the unit today is the CCD that is used. The CCD requires a 

driver that needs to be installed and a Fire Wire cable that needs to be hooked up to a 

computer. This is the only inexpensive raw CCD imager that is on the market- which 

is the reason it was used for this project. Unfortunately this webcam cannot be hooked 

up to the FEZ Cobra because it requires drivers. If a driverless CCD imager that could 
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be hooked up to the FEZ Cobra is manufactured, then the communication loop that is 

shown in Figure 53 could be used.  

A different way of performing the feedback control would also have to be 

implemented. Since the CCD would no longer be hooked up to the computer, the 

feedback controller would not be able to operate close to real time since images would 

have to be sent wirelessly. This is a huge amount of information to send and process 

wirelessly. One way to perform the pumping would be to have the pump turn on for a 

specified amount of time, turn off and then send an image to MATLAB for analysis. 

The MATLAB analysis would then send back to the microcontroller whether a change 

had occurred in the ROI or not. If a change had occurred then the pump could stay off 

and if a change did not occur then the pump could turn on again for a specified amount 

of time.  

Another way of performing a test with a CCD imager would be to completely 

eliminate the need to send the images wirelessly. This would require a microprocessor 

that is powerful enough to perform on board image processing. The FEZ cobra may be 

able to perform these tasks or an even more powerful unit could be used such as the 

Raspberry Pi 35. This is a mini computer that is sold for $25-35 and has 256MB of 

RAM.  

 A third way would be to change the equipment used for detection and 

incorporate a photodiode that would be able to get an analog voltage that could 

determine when there was liquid or air in the detection chamber since the amount of 

light that enters the photodiode would change. Alternatively, quantum dots; producing 

different fluorescent lights could be inserted in the different reagents. As these 
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different reagents enter the detection site, a UV light could excite the quantum dots 

producing different fluorescent lights in order to verify the right reagent has reached 

the detection site.  

During the feedback control it may be beneficial to extend the controller to 

work if blood is in the channel. Even though whole blood should never be introduced 

into the PDMS chip, it could be possible to check if whole blood was present as a way 

to detect a potential problem. If there was whole blood present then the server could 

send a command to the microcontroller that an error had occurred and needs to be 

addressed. 

This idea of a communication loop could be extended to many different areas 

especially paper microfluidics. It would be possible to take a picture of a detection site 

of a paper microfluidic chip with a smartphone app and send the results to a computer 

or the smartphone itself to be analyzed. The results of this test would also be able to be 

emailed or sent back to a smartphone. 
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NOMENCLATURE 

 

ADC   Analog to digital converter 

App  Smartphone application 

APOCIS Affordable Point of Care ImmunoAssay System 

BSA  Bovine Serum Albumin 

bit  Binary digit 

CCD  Charge-coupled device 

CMOS  Complementary metal-oxide semiconductor 

CRP  C-reactive protein 

ELISA  Enzyme-linked immunosorbent assay  

FITC  Fluorescein isothiocyanate 

FEZ  Fast and Easy 

FTP   File Transfer Protocol 

FWHM Full width half maximum 

GUI  Graphics user interface 

HbAlc  Glycosylated Hemoglobin 

HE4  Human Epididymis protein 

HM  Home Monitoring 

HTTP  Hypertext transfer protocol  

hsCRP  High Sensitivity C-Reactive Protein 

ISP  Internet Service Provider 

JPEG  Joint Photographic Experts Group 

LASER Light amplification by stimulated emission of radiation 
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LED  Light emitting diode 

LOC  Lab-on-Chip 

MB  Megabyte 

MISO  Master in slave out 

MOSI  Master out slave in 

NASA  National Aeronautics and Space Administration 

PDMS  Polydimethylsiloxane 

PEEK  Polyetheretherketone 

POC  Point-of-Care 

RAM  Random Access Memory 

ROI  Region of Interest 

SCL  System clock line  

SCK  System clock 

SS  Slave Select 

SSH  Secure Shell Client 

TE  Tris Ethylenediaminetetraacetic  

TCP/IP  Transmission control protocol and internet protocol 

TIFF  Tagged image file format 

Txt  Text File 

UDP  User datagram protocol 

URI  University of Rhode Island 

URL  Uniform Resource Locator 

U.V.  Ultraviolet 
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